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About 20 minutes of 
exercises
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How clear are AI Principles?
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Exercise 10 minutes, 2 
person teams

1. Count undefined but ambiguous 
words in 1. Transparency, like 
‘Ensuring’ 

2. Define: ‘Ensuring’ so that it cannot 
be misunderstood. 100% 
Unambiguous. 

3. Quantify ‘Ensuring’ so that 100% is 
‘perfect’ ensuring, and 0% is none at 
all. You need some definition here. 
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Norwegian Government 
And UN Sustainability Development Goals
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Exercise 2: UN Poverty Goal. 10 mins.

• 2 Person exercise. 

1. Count all ambiguous words in Target 1.5 

•(did you miss ’by 2030’ ?  :) 

2. How would we express the idea of ‘resilience’ so we know when we 
have got 100% resilience of the poor (write a suggested scale of 
measure) 

3.  How many distinctly different objectives are contained in 1.5 ?
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Discuss in your 2 person 
group

•  What is a possible 
practical consequence 
of an ambiguous word in 
a critical objective ? 

•Do you think the UN has 
clarified and quantified 
all 17 critical 
development goals? 

• If not, what are the 
consequences of unclear 
objectives in prctice?
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End of Exercises. 

Now I will share some examples of making  
Important objectives 

Much clearer 
Using ‘Planguage’
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Artificial 
Intelligence 

Goals: UX for AI 
and our Future

Elon Musk:  
“Mark my words — 

A.I. is far more 
dangerous than 

nukes” 
https://www.cnbc.com/2018/03/13/elon-musk-at-sxsw-a-i-is-more-dangerous-

than-nuclear-weapons.html
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“there needs to be  
a regulatory body  

overseeing the development  
of super intelligence, “

https://www.cnbc.com/2018/03/13/elon-musk-at-sxsw-a-i-is-more-dangerous-than-nuclear-weapons.html
https://www.cnbc.com/2018/03/13/elon-musk-at-sxsw-a-i-is-more-dangerous-than-nuclear-weapons.html


‘Principles’         = —>     …..          ‘Qualities’  ! * 
With the usual lack of quantified definition

10 * this is a sign of conceptual ignorance.



AI Accountability Defined 
Fuzziness -> Quantified. Structured, 

Enriched
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Name Tag

Simple Graphic of the Required 
Improvement

The ‘well-intended’ 
statement

Defining qualities 
quantitatively

Goal level

I did this for all XAI Qualities



AI ‘Accountability’ scale 
Detailed      [Scale Parameters] 

Why is this Useful?
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I did this for all XAI Qualities



Quantitative Evaluation of  
AI Technology Qualities using ‘Impact Estimation Tables’
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This is a quick mockup without real data: 
 to show the potential for evaluating AI 

Techniques 
and their effects on 

AI Values (or ‘Qualities’)



AI ‘Technique Evaluation’ 
with objective evidence, sources uncertainty

14= Scale of measure for all the other AI Values

Main point = 
When AI qualities are quantified 

And the Wished level is specified 
Then we can evaluate various AI technologies 

And find the most cost-effective overall



My (TSG) Observations and Conclusions

• The most fundamental obstacle to 
AI Standards progress is WE 
NEED TO QUANTIFY AND 
STRUCTURE-RICHLY all 
CRITICAL STAKEHOLDER 
VALUES (ALL > 8) 

• Next: we need much-deeper, 
more-comprehensive 
identification, and consensus, and 
detailed knowledge (their values 
and constraints) about AI/ AI 
STANDARDS STAKEHOLDERS
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Details of 
Quantifying all 

the XAI 
Objectives

XAI Explaining AI  
Lecture Slides 

http://concepts.gilb.com/dl958 

A Serious ‘Multi-dimensional Metrics Attack’ on 
Poor AI ‘Academic and Standards’ Thinking & Planning. 

An analysis of published Principles for Managing and 
Standardizing AI,  

where about 10 AI Qualities like ‘Safety’ and ‘Transparency’ 
are shown to be quantifiable.  

This is prelude to rational thinking about the entire subject. 
GilbFest Talk June 25 2019 

Presented to the IBM AI Standards Committee Members 
(who said they were suitably impressed)

Do politicians like BS?

If you bulls**t an AI system, could you fool it into to making bad decisions?
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• The 18 United Nations  Sustainable Development Goals 

UX for the Planet

• “Sustainability Planning” 

• https://tinyurl.com/
UNGoalsGilb 

• Free book, with details of 
how to analyze, clarify.
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My clients are using 
these UN Goals as a 

framework. 
But, do all 

stakeholders have an 
identical clear 

understanding of the 
goals?



End poverty in all its 
forms everywhere. 
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Goal 1. End poverty in all its forms everywhere

Target 1.5: By 2030, build the resilience of the poor 
and those in vulnerable situations and reduce their 
exposure and vulnerability to climate-related extreme 
events and other economic, social and environmental 
shocks and disasters

• Indicator 1.5.1: Number of deaths, missing 
persons and directly affected persons attributed to 
disasters per 100,000 population
• See Metadata :  

• Indicator 1.5.2: Direct economic loss attributed to 
disasters in relation to global gross domestic 
product (GDP)
• See Metadata :  

• Indicator 1.5.3: Number of countries that adopt and 
implement national disaster risk reduction strategies 
in line with the Sendai Framework for Disaster Risk 
Reduction 2015-2030
• See Metadata :  

• Indicator 1.5.4: Proportion of local governments 
that adopt and implement local disaster risk 
reduction strategies in line with national disaster 
risk reduction strategies
• See Metadata : 

Nice but not specific or measurable

Nice but not specific or measurable

 Attempt to find something measurable 
But 

IS THIS REALLY THE CORE OF 
POVERTY CONCERNS? (No !)

No specific targets set
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Simple Goal 1(Poverty) Draft

• Problem.             This spec is too simple; it cannot serve the 
purposes of modelling critical aspects of complex systems.
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Scale of measure definition
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See next slides, for analysis of this



Ok Let’s take Poverty Target 1.5 as an example

“By 2030, build the 
resilience of the poor 
and those in vulnerable 
situations and reduce 
their exposure and 
vulnerability to 
climate-related 
extreme events and 
other economic, social 
and environmental 
shocks and disasters”
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<- see next slides for  
analysis and re-organization of this



Defining a 
structured 

scale of 
measure

• The Scale is 
defined as a set of 
‘Scale Parameters’


• Each SP is defined 
as a set of 
conditions


• Each condition 
can be defined


• Terms can be 
defined as needed
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Graphic by anna.maria.karlowska@gmail.com, 2019



The Scale Parameter Structure
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Graphic by anna.maria.karlowska@gmail.com, 2019



• Now we can apply the scale 
and some selected 
Parameters to define the 
status quo, and the Goal 
level
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Setting long and short term Goals, re-using the Scale of measure  
Using a variety of scale levels (Wish, Goal, Stretch, Tolerable, Past, Status), and [Scale 

parameters].  
To articulate: How much ‘poverty’ where, when, for whom, which type, under which 

conditions.
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I am done with 
my main 
message

“There is a smarter way to 
clarify, to structure, and to 

quantify all critical value 
objectives 

If you do not clarify, you will for 
sure waste your time trying to 
get the results you dream of”

More detail? 
“Sustainability 

Planning” 
Digital Book 2019 

 https://
tinyurl.com/
UNGoalsGilb 

Later see 
Gilb.com
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Now if I have time I’d like to  give you one 
insight into some  advantages of this kind 

of goal quantification and structuring

• Main idea


• You can now evaluate your 
strategies 

• Quantitatively


• In many dimensions


• With regard to risks


• And costs
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We can now estimate how cost-effective our 
strategy options will probably be.
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And if there is time for one more slide. 
This is how we estimate the credibility of our cost-effectiveness estimates ,  so 

we know what to trust, and what to prioritise for good results.
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The Concrete 
Steps for You 

are
1. NO BLA BLA BLA: Decide that 
important ideas need great clarity

2. CLARIFY THE CRITICAL: 
Always clarify and quantify the 
critical values

3. IDEAS MUST DELIVER 
VALUES: Evaluate all designs and 
strategies for how well they 
satisfy your critical values
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More detail?

More detail? 
“Sustainability Management” 

Digital Book 2019 
 https://tinyurl.com/UNGoalsGilb 

Later see 
gilb.com 

XAI Explaining AI  
Lecture Slides


http://concepts.gilb.com/dl958


Training ?

www.Gilb.com


  
OSWA


https://www.meetup.com/Oslo-Software-
Architecture/


(free Oslo course March 5-6 2020)

In English 

34 https://www.gilb.com/about
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Now maybe you 
do not care 

about saving the 
human race (yet)

The good news is that 
these exact same 

methods (Gilb, 
Planguage) can be used 

for your Usability 
Planning !
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