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· Manage By Results, Not Effort and Tasks

· Quantify Key Results

· Evolve Delivery of Key Results, Early and Frequently

· Measure Real Progress towards Key Results

· Architecture Constraints but Design Freedom

· Measurable Specification Quality Control 

· Reward Team for Results

· Avoid Unrealistic Models and Tools

· Write Everything, Forget Oral Communication

·  Learn Rapidly, Change Rapidly, Delivery Value Rapidly

· Here are more details on these principles:

· Manage By Results, Not Effort and Tasks

· The purpose of any team, any project is to produce the results expected by its sponsors. The dangerously obsolete paradigm of the Critical Path Method (Microsoft Project for example) project thinking, says that the diverse team elements need to complete their scheduled tasks on time. Then the project will be complete. That may be true – in the sense that the set of tasks will be complete, and some kind of a system can be assembled from the parts made by the tasks. But that in no guarantee that the project will actually deliver what the sponsors were expecting. The large number of publicly documented failed projects (Googling ‘failed projects’ gives 28 million hits), bears witness to the fact that something is fundamentally wrong with our project thinking.

· The team, must be synchronized by the final expected results primarily. And only at a lower level synchronized by tasks. In fact I would argue that if the synchronization is predominantly based on top level results, then the task synchronization need NOT be done at the project management level. It can be done by the task workers themselves, based on early and frequent feedback, regarding their delivery of real results.

· I find that projects, quite large ones, are clearly not synchronized at this level. Here are the indicators:

· a. the top level results are not expressed quantitatively (see next principle). They are in fact named at the level of nice-sounding word slogans. That is all.

· b. there is no plan to acceptance test the system based on measurement these results

· c. there is no payment for the results in the contract, only payment for tasks and effort.

· d. the top level results are not explicitly connected to the next level of design and architecture. The top level architecture and strategies are ‘named’ without any attempt to estimate their contribution to the (badly defined) top level objectives.

· e. there is no attempt whatever to gradually and early deliver even partial results. Years can go by to a deadline, than then more years for a delay until failure is admitted, or we decide to live with whatever we have got, however disappointing.

· Quantify Key Results

· The top few critical results from a project can invariably be expressed quantitatively. They are performance characteristics, including multiple quality characteristics (like usability, adaptability, responsiveness, security). Most professional engineers and their managers have never learned how to quantify quality most aspects (at most the traditional reliability, availability, maintainability qualities). So they do not attempt to quantify qualities – even ones they acknowledge in writing are critical aspects of their project or product. MIT has recently acknowledged this shift from the traditional ‘ilities’ to the newer set of ilities.

· Dr. Hastings of MIT, in describing the changing face of systems engineering spoke of conventional SE with

· “Focus on reliability, maintainability, and availability”

· and referred to Expanded SE as having an 
· “Emphasis on expanded set of ‘ilities’ and designing in robustness, flexibility, adaptability in concept phase”.

· I used to have to laboriously (all day) teach and argue and demonstrate to engineering directors that they could indeed quantify any quality of a system or organization that was critical. No longer. Google anything you like and something like 20,000 hits, with useful ones on the first page will tell anyone that serious people have largely worked this out for us, if only we ask. Denial of quality quantification is ignorance and being outdated. It is unfortunately widespread in senior quarters. They are the victims of their own education and of rapidly changing types of critical concerns. In my youth nobody thought usability of software was important. Security was a uniformed man at the front entrance.

· Ten years ago I participated in the design of a ‘spy plane’ (a cheap AWACS, Erieye) and the central system characteristic was Usability. Two Erieye Operators had to do cheaply what 20 AWACS operators did more expensively. Suddenly, for the first time we had to quantify what we meant by Intuitiveness and Intelligibility. We did it, same day
. 

· Quantification of critical factors – the main results – is an absolutely critical platform for getting any team, especially a virtual team, to act together for that common result. Only quantification makes the result absolutely clear to everyone. If the specification should be misunderstood by anyone, the test process should jolt them back to reality – and now we are talking about the supporting principles below, because quantification is step one – you need to follow up with tactics to exploit the quantification.

· Evolve Delivery of Key Results, Early and Frequently

· Large systems engineering projects take years not a few months. Delays are often measured in years not months. If we waited ‘until we were done’ , years would pass. We might well fail partly or wholly. But it will be too late to do much expect accept failure and move on.

· It is a clear necessity that we attempt and succeed in early and frequent measurement of realistic progress towards our critical performance characteristics.

· Harlan Mills (P. Allen Currit, Michael Dyer, and Harlan D. Mills. ... IEEE Transactions on Software Engineering, SE-12(1):3--11, January 1986. .. Certifying the Reliability of Software.) spoke of delivering the highest contracted system availability (like 99.98%) for an aircraft pilot system at very early stages, while incrementally building up other capabilities. There is a strategic reason for this:

· • to prove you can do it at all, even with low volume and low functionality

· • to make sure you have the appropriate architecture for doing it

· • to regression test and make sure that no incremental change to the system destroys that capability level, once achieved. Nice test for side effects.

· But this is vital for the disparate parts of a virtual team. The design ideas are verified in practice measurably, early and consistently throughout the project. If the designers are wrong, or the implementers are wrong or the testers are wrong, or the requirements are unrealistic, we will get early signals about it. We can realistically do something about it before it is too late. The virtual team needs to confirm that all elements are doing the right thing, and that the central ideas are true. Modelling is a poor substitute for reality. In my view there is far too much talk engineering journal about modeling (coming from academics pushing their unrealistic theories);  and far too little talk about realistic early measurement to confirm the design ideas. That’s called good engineering.

· Measure Real Progress towards Key Results

· The team needs to keep focused on real stakeholder useful results. There has to be regular (example weekly) measurement – indicating progress towards those results. The team needs positive feedback – to confirm they are doing something right. But they also need feedback about failure to realize that something is wrong. This gives them an opportunity to analyze the failure and perhaps correct the cause. 

· If there is no frequent feedback about real progress, or lack of it, then the team has no reliable indicator that they are, or are not working usefully together.

· There is no good reason to avoid measurement on a weekly basis. Decades of experience have shown that it is possible to decompose projects so that some progress towards some requirements is generally possible each week. Quite a few senior experienced and intelligent people start out by denying that this is possible. But they have not been trained in the art of decomposition. 

· 
The main idea is to focus on a single stakeholder, a single requirement, and a single increment of that requirement. Some progress forward, for a real system stakeholder, is better than the normal delays and failures that characterize so many projects.  This delivery discipline demands that we consider the whole system, not just one technical discipline. The frequent result delivery method demands that we concentrate our energy on a useful result, not on ‘construction tasks’. The virtual team has to learn to work together in order to produce the results. If the results do not occur, or are worse than estimated, then a clear signal is given frequently, to the virtual team to evaluate the root cause of the result delivery failure and correct it.

· Architecture Constraints but Design Freedom

· A virtual team should be given extensive freedom to select the technical design, and their own work process design, that helps them achieve their requirements. They should not be micromanaged by corporate defined processes. They should not be micromanaged by lists of ‘requirements’, which are actually amateur ‘designs’ from corporate salespeople and from customers.
It is necessary that the system architecture has defined a number of necessary constraints for the system. But the virtual team should be as free as possible to figure out which technologies and work processes actually allow them to deliver the required results.

The virtual team gets feedback from their designs and their work process by the frequent measurement of their results. They do not need other instances, like committees, managers, customers and corporate bureaucracy to guide them. Real results, frequently measured, are the best guide for the virtual team.

· Measurable Specification Quality Control 

· Most corporate systems engineering processes contain a large number of reviews of work in progress. It is our experience that most of these reviews could do their job better if some improvements were instituted. One of the most important of these improvements would be to quantify the qualitative level of the various engineering specifications. Then to use the quantification level to decide if the specification deserved to be sent to the next engineering process.

·    There are two basic types of review quantification:

· 1. major defects per page level – where defects are violations of the official best practice ‘Rules’ for that specification. This measure tells us that the specification is well crafted – readable by the virtual team – but not that it is fit for purpose necessarily.

· 2. A fitness for purpose measure – such as the percentage impact a design has on the requirements (100% being enough, and 200% being a safety factor of two). This measure indicates that the specification will be good enough to support the requirements it is trying to meet.

This review environment can be used to create a high standard for the virtual team – and an objective standard. It provides a standard that ensures that members of the virtual team neither send nor receive garbage – in or out -. Numeric engineering spec quality control establishes a standard of team communication, that all members have to respect.

Our experience with simple defect quality control is that it is unfortunately ‘normal’ that dozens to hundreds of unintelligible terms per page are handed over from one systems engineering process to another (for example from requirements to design). Most people are not conscious of this. They are so used to unclear specifications, they think it is normal. They do not normally measure the defect density. It is normal to have 100 majors defects per 300 words, of which reviewers find about a third as a small team, and the best individuals find about half of what the whole team finds. This week in Germany the members of the team were finding one defect per minute for 20 minutes. That is typical.

We also know that a reasonably high quality standard is less than 1 to 0.1 majors per page! This is only attainable when engineers learn, gradually in about 7 learning cycles, to follow their own best practice rules (like clear and unambiguous). If the virtual team sets a standard of for example maximum 1.0 majors per page – they will get there, and they will communicate much better as a result. If they fail to set and maintain such a standard – they will waste lots of time and destroy their own productivity.

· Reward Results

· Do your teams get rewarded on the basis of the useful results they deliver to stakeholders? Most teams do not even have well defined results, let alone rewards for delivering them. If the team is rewarded, as a team, for reaching the well-defined requirement results, then we can expect the team to prioritize these results, and do whatever it takes to get them. 
· The norm seems to be that teams are paid for effort, even if the results are terrible. This does nothing positive to make the teams care to co-operate in a healthy direction.
· Avoid Unrealistic Models and Tools

There are too many highly unrealistic modeling methods and corresponding tools. I seem to be the only person on Earth that believes this. But I hope to get the reader to join me. Realistic tools and models would always allow you to model the qualities and costs of a system numerically. Most tools do not. Some like Quality Function Deployment (QFD), or COCOMO (Boehm) allow expressions about qualities like ‘high  and low’, but do not attempt numeric expression of the real levels of quality in question (like 99.98% availability). UML (Unified Modeling Language) is another widely spread example. I cannot imagine how any team can hope to communicate about critical system qualities and costs with these languages that seem to assume that the entire real world is a collection of functions connected by arrows. No wonder projects are late, over budget, and deliver dubious qualities.

· Write Everything, Forget Oral Communication

The moment a persons asks me to explain something, I try to write the answer down in the project documentation. It takes about the same time to give the answer in writing. But it is available tomorrow, and it is available to the entire virtual team. Oral communication about complex and large systems is extremely risky. I do not recommend it.
·  Learn Rapidly, Change Rapidly, Delivery Value Rapidly

· A summary of the above principles is that virtual teams must have an environment that allows and motivates them to learn what is wrong with their communication, work processes, and technical decisions. This allows them to change anything necessary, or at least experiment to see what works for real. The emphasis needs to be on delivering stakeholder priority value early and continuously. 

· A Virtual Team — also known as a Geographically Dispersed Team (GDT) — is a group of individuals who work across time, space, and organizational boundaries with links strengthened by webs of communication technology. They have complementary skills and are committed to a common purpose, have interdependent performance goals, and share an approach to work for which they hold themselves mutually accountable. Geographically dispersed teams allow organizations to hire and retain the best people regardless of location.Members of virtual teams communicate electronically, so they may never meet face to face. However, most teams will meet at some point in time. A virtual team does not always mean teleworker. Teleworkers are defined as individuals who work from home. Many virtual teams in today's organizations consist of employees both working at home and small groups in the office but in different geographic locations.

· Source: http://en.wikipedia.org/wiki/Virtual_team
· Basic types of virtual teams

· Networked Teams consist of individuals who collaborate to achieve a common goal or purpose; membership is frequently diffuse and fluid.

· Parallel Teams work in short term to develop recommendations for an improvement in a process or system; has a distinct membership.

· Project or Product-Development Teams conduct projects for users or customers for a defined period of time. Tasks are usually nonroutine, and the results are specific and measurable; team has decisionmaking authority.

· Work or Production Teams perform regular and ongoing work usually in one function; clearly defined membership.

· Service Teams support customers or the internal organization in typically a service/technical support role around the clock.

· Management Teams work collaboratively on a daily basis within a functional division of a corporation.

· Action Teams offer immediate responses activated in (typically) emergency situations.

· Source: http://en.wikipedia.org/wiki/Virtual_team#Problems_with_virtual_teams
· 1. THE PROBLEM WITH VIRTUAL TEAMS

· Problems with virtual teams:

· Misunderstanding with communication is the leading complaint among members of virtual teams.

· Working on a project over the virtual workspace causes lack of project visibility.

· Difficulty contacting other members. (i.e. email, instant messaging, etc.)

· Differences in time zones.

· It can be difficult for team members to obtain the meanings of text-based messages.

· Source: http://en.wikipedia.org/wiki/Virtual_team#Problems_with_virtual_teams
· 2. THE NECESSARY SOLUTIONS

· Critical success factors of virtual teams (selected set from Wikipedia)
· The existence of corporate memory systems such as lessons learned databases.

· The existence of written goals, objectives, project specifications, and performance metrics; results orientation.

· Managers and team members with a better-than-average ability to accurately estimate.

· There are standard and agreed-on technical and "soft" team processes.

· A "high trust" culture; teamwork and collaboration are the norm.

· Leaders set high performance expectations; model behaviors such as working across boundaries and using technology effectively.
· 3. WHAT DOES 'PLANGUAGE' (Gilb: Competitive Engineering, the book) do specifically to help.

· a.COMMON CONCEPT BASE:  Planguage gives a set of (650+) well-defined technical concepts, so that the team starts with a common vocabulary. The Concept Glossary (see examples at www.gilb.com) can be freely extended as the team or corporation needs. Some very common concepts like ‘design’ and ‘requirement’ are not at all well agreed or understood by a given set of engineers.

· b. QUANTIFIED BASE: Planguage is unique among methods in the insistence on quantification of all critical performance, quality and cost aspects of a project. This is crucial in helping team members to understand exactly what problems they are solving and how well the problems are being solved.

· c. READY MADE STANDARDS: Planguage (see Gilb: Competitive Engineering book, for sample see www.gilb.com, Chapter 5) is a handbook with extensive standards for helping a team communicate. The standards begin with the aforementioned concept definitions, and continue with specification Rules, Process Definitions, Specification Templates (requirements, design, estimation, project planning, and quantification scales), Practical examples, Graphical Language, and basic Principles.

· d. EVOLUTIONARY RAPID FEEDBACK PROCESS:

· Planguage supports project management using early frequent rapid result delivery. A Large scale successful implementation of this was done by Gilb at HP from 1988 on (ask for details and case studies). This process eliminates many communication barriers because it relies on actual measurement of all critical quality and cost attributes of a project. Team members are not left guessing about architecture or process, they get unambiguous numbers at early stages of real systems as they emerge.

· e. STRONG QUANTIFIED RULE-BASED REVIEW PROCESS

· The Planguage review proves (Spec QC) is much more powerful than traditional review processes. This is because

· • it is based on structured and quantified information, such as the Impact Estimation Table.

· • It is rule based, it is based on a clear corporate set of standards for specification, rather than random personal opinions

· • it is based on measurement of specification quality, rather than a list of problems. 

· • it uses formal entry and exit conditions; including the major defect density measurement to determine process flow.

· • the method does not require personal face to face meeting at all. It can be done with widely dispersed virtual teams.
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� The detailed templates and scales of measure will be found in Competitive Engineering, Chapter 5, free download at � HYPERLINK "http://www.gilb.com" ��www.gilb.com�. But before you look up the answer try to quantify those things yourself! Or see is a web search gives good answers.





